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Abstract

Existing theory has framed the process of information extraction and agglomeration, also referred to as the knowledge

discovery (KD) process, as a series of strategic search decisions, subject to constraints, with the objective of attaining a sufficient

level of domain-specific knowledge for use in strategic planning. Supported by the experiences of firms representative of

Client, Developer, and Third-party segments of the data mining (DM) community, this work provides an extension to this basic

framework. The implications provided suggest a wealth of untapped opportunities in the area of KD research.
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1. Introduction

The adoption of enterprise resource planning (ERP)

systems over the last fifteen years has been accom-

panied by an explosion of readily available transac-

tional data. Sales figures, human resource activity,

stock-out, and defect occurrences are only a part of

the issues accessible to and empowering the modern

corporation. Often however, the relevance of this data

comes from the information that can be derived from

examining multiple issues simultaneously and the

ability to draw inferences critical to strategic planning

[2]. Benefits contribute to the firm’s business intelli-

gence and subsequently to the overall competitive

advantage of the firm [9,20]. The challenge faced

by firms, and the analysts charged with manipulating

this data, rests in their ability to provide acceptable

levels of strategically applicable information as the

result of allowable effort, in time and money.

One of the fundamental problems of information

extraction is that the formats of available data sources

are often incompatible, requiring extensive conver-

sion efforts. In an attempt to reduce this difficulty,

several ERP systems, such as SAP and Baan, have

embedded means by which to organize and archive

the transactional data in their application databases.

The incorporation of such data warehousing schemes

has interested both researchers and practitioners.

Knowledge discovery (KD) describes both the overall

process by which information is then extracted/

agglomerated and the domain dedicated to research

on it [8,27].

There has also recently been a concentrated effort to

provide data mining (DM) tools able to assist analysts

faced with unstructured KD tasks. Distinction between
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KD and DM concepts remain ambiguous, however, in

spite of efforts by various researchers in giving good

definitions and examples of their differences [3]. Of

the distinguishing features discussed, the most com-

mon is the iterative and process-oriented nature of KD,

as well as its emphasis on the development of strategic

knowledge and domain understanding. Data mining

on the other hand is discussed in specific applications

and tools for finding rules and relationships among the

data.

From a knowledge management standpoint, DM

tools allow for the creation of well-defined transfer-

able information [18]. In contrast, KD processes are

also characterized by data retrieval, data cleansing,

criteria specification, and performance analysis. KD

processes agglomerate interim information found by

such techniques as data mining in generating under-

standing and domain knowledge. In an adaptation of

the scheme proposed by Haeckel and Nolan in 1993

[10] and inspired by the linkages to decision theory as

proposed by Kuhlthau [17], the relationships can be

depicted hierarchically as in Fig. 1.

There may be many different goals of a particular

KD task, including such objectives as the derivation of

dependent relationships, development of forecasts,

and classification. The product is an agglomeration

of such information, organized in a format that can

be applied as knowledge ultimately relevant to a

downstream planning activity. At any one iteration

in the process, alternate levels of task information

become applicable and thus alternate extraction tech-

niques (DM tools) may prove superior. However,

while the majority of recent KD literature has focused

on the efficiency of the algorithmic tools, a review of

the literature reveals that little attention has been

given to the strategic nature and internal dynamics

of the discovery process. Since the overall success

of a KD process is dependent upon both process

efficiency and quality of output, and since certain

constraints, such as time, may apply to an overall

knowledge discovery task, an analysis of the dyna-

mic nature of these strategies is needed to effect

improvements.

2. KD process theory

In 1989, the term knowledge discovery in databases

(KDD) was coined to represent the process by which

resources are applied towards the transformation of

available data into strategic information [5,12]. The

task of this transformation can be characterized by a

number of issues related to the nature of the data and

the features of the outputs desired. The discipline

encompasses research including the study and develop-

ment of data mining (DM) tools.

Fig. 1. Hierarchical depiction of knowledge discovery and related concepts.
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Although the large number of DM papers and books

might not seem a problem in itself, certain classical IT

questions arise about the apparent lack of process-

based work. Development of any technology invol-

ving human–computer interaction faces risks with

respect to efficiency, effectiveness, and potential

applicability when the only people involved in its

testing are those who developed the technology.

Long-term marketability of these packages demands

a focus on the needs of the user. To ensure a user-

focused environment and appropriate package cap-

abilities, process-descriptive input from users needs to

be considered [19]. Without sufficient foresight, time,

and resources, developers may not produce a product

of value to the intended users. With this in mind, a

structural examination of the environment in which

DM tools are applied, namely knowledge discovery,

seems well overdue.

The KD process itself represents the design and

application of a dynamic approach to domain under-

standing through the specification of its underlying

mechanisms [31]. A generalization of the process

as a whole has been outlined by Brachman and

corroborated by IBM in their overviews of KD/DM

technologies [15,29]. The elements of this process

are outlined in Table 1. Since decision-making in

general plays an integral role throughout the process,

Mintzberg’s classical three-phase decision-making

process model serves as an ideal basis for framing

the generalization and providing a way of comparing

other popularized business processes [21].

The KD process can therefore be discussed as

the interaction of three general phases: (1) Domain

Identification, (2) Strategy Development/Application,

and (3) Results Evaluation. As shown in Fig. 2, the

robustness of this delineation can be illustrated in its

applicability to other classical processes, such as new

product development, product experimentation, and

IT implementation [25,30,32]. In the presence of the

phase-iteration often associated with these processes,

the comparability becomes evident.

Iterations within the KD process occur: (1) when

search results are ambiguous, leading to either a re-

specification of the domain and/or the search strategy,

or (2) when the search strategy that has the greatest

value requires further domain specification to be

Table 1

Brachman’s KD process elements in the context of Mintzberg’s three phases

Brachman’s elements of the KD process Mintzberg’s three phases

Task discovery, data discovery, data cleansing, data segmentation Identification phase

Model selection, parameter selection, model specification, model fitting Development phase

Model evaluation, model refinement, output evaluation Evaluation (selection) phase

Fig. 2. Three-phase process frameworks, comparability and iteration (for IT implementation, R/I/D: routinization/infusion/diffusion).
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properly executed. In any event, the greatest challenge

to the analyst is found within the Strategy Development/

Application phase, where the actual process of data

transformation occurs. The ambiguities increase the

difficulty in finding useful, uncorrupted information.

As a final note, it should be emphasized that the

three-phase depiction of such processes is only one of

several ways that may prove appropriate. At the same

time, experience has shown that attempts to expand

process depictions need not involve increased

accountability [26,33]. Perhaps the greatest benefit

of a framework for KD process consideration is

in its ability to distinguish the prominent phase in

which data mining tools and techniques are often

applied; specifically that of Strategy Development/

Application.

3. KD process dynamics

In examining the dynamics of KD processes, the

experience of representatives from different facets of

the data mining community was necessary; the three

prominent roles were: Client, Developer, and Third-

party Consultant. Three firms (one for each role)

provided examples for this study of their extensive

experience with KD tasks, including data drawn from

a range of ERP system types. For purposes of con-

fidentiality, they will not be identified.

The role of Client was provided by a manufacturer

and supplier to hospitals throughout North America of

medical products and services; this company has one

of the most comprehensive catalog in their field and

has been an innovator in the implementation and use

of modern information technologies, including enter-

prise and data mining packages. The role of package

Developer was provided by a specialty software firm;

creator of award winning data mining and text mining

suites. In contrast to these, the Third-party Consulting

group has earned itself a niche in the field of data

mining consulting with an ever-expanding portfolio in

the use of such packages.

To elicit information about the experiences of these

firms, semi-structured interviews were conducted with

three representatives from each firm (a total of nine

interviews). Although opinions among them varied,

only those held in common by representatives in

an individual firm were reported here. Overall, the

experiences of these firms added support to the general

process framework of contemporary researchers and

contributed insights to the mechanisms specific to

each phase of knowledge discovery.

3.1. Domain Identification

The specification of task domain is fundamental to

the effectiveness of all later phases. In particular, the

designation of managerial performance measures and

output requirements are needed to understand and

limit the task progression risks that cause excessive

analyst bias and exorbitant and unnecessary analytical

effort. Such caution also applies to the specification

of data sources and of desired output characteristics

that occur in this phase. Numerous features of such

specifications may lead to increased task complexity

and non-stationarity [6]. Speculation and qualitative

observation have suggested that prior domain-specific

knowledge about the dimensions, relationships and

patterns may be essential in reducing these and other

complicating issues [2].

Since the time invested in any KD process is

indicative of both the direct and opportunity costs

of a knowledge-seeking firm, the starting conditions

are important. Such a view was shared by representa-

tives of the Client firm, faced with continued pressures

to innovate but also continuously to adjust its strategy

to meet the demands of an ever-shifting market. The

Client firm representatives suggested that they try to

avoid wasting time investigating ‘‘ill-defined’’ pro-

blems and, in fact, prefer to spend additional time

‘‘early-on defining and specifying’’ the scope of each

task and its related data requirements. Ultimately,

if the analyst finds the task to be intractable or

inappropriate, the Client would prefer time spent

‘‘redefining the problem rather than investing in a

futile endeavor.’’

The experiences of the Consulting firm and Deve-

loper suggested that some users might not be as

focused as the interviewed Client firm with respect

to Domain Identification. While firms at the forefront

in business intelligence typically have very well-orga-

nized data sets, consistent data-dictionaries and strong

understandings of their requirements, the data sets

initially used or provided by ‘‘starting firms’’ may

be incomplete or inappropriate at first. To identify

such potential issues, the Consulting firm reviewed the
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initial data through the use of baseline summary

statistics and checked on redundancy. If necessary,

cleansing and aggregation techniques were applied.

When issues could not be resolved through trans-

formations of the available data, consultants reques-

ted additional or more appropriately organized

material from the Client. This can lead to an early

‘‘redefinition’’ of the analytical goals. Yet the task is

ultimately limited by the capabilities of the Client:

‘‘Our packages can only give answers. (Client) firms

need to come up with the questions.’’

Several noteworthy ways are suggested to facilitate

Domain Identification. The efforts of Reinartz and

Wirth [24], Hunter [14], Kuhlthau [17], and Engels [7]

emphasized the need to provide a formal and accurate

description of the tasks at hand, prior to the develop-

ment of a strategy. They stress that even if users (data

analysts) are domain experts, they typically will not

have extensive knowledge about KD and DM techni-

ques when first charged with a task. The user-guidance

supported framework of Engels consisted of two

levels, the first facilitating the translation of ill-defined

tasks into logical formalizations, the second requiring

the specification of sets of procedures needed to attain

the desired knowledge level.

In associated work, Ali and Wallace [1] proposed a

paradigm in which managerial goals are mapped out

and linked to performance measures. Within such a

framework, managers specify, either directly or in

conjunction with formal analytical techniques and

rule structures: (1) generic data items to be used,

(2) appropriate data mining methods, and (3) algo-

rithm performance measures connotative of manage-

rial goals. When formal analytical tools and structures

are required for the translation of managerial goals

(e.g. WIP inventory reduction) into recognizable per-

formance measures (e.g. stability of product defect

reduction tactics), analysts may require support from

any number of auxiliary systems. This may be parti-

cularly true when awareness of overall task perfor-

mance must be maintained by the analyst. In relation

to the theoretical nature of the process, the hypothe-

sized variations in technique specification, the pre-

sence of continuous time performance feedback has

been proposed to reduce analyst reliance on undir-

ected activities. In fact, it has been suggested that the

absence of such mechanisms threatens the efficiency

and effectiveness of time spent.

3.2. Strategy Development/Application

Once the task domain has been partially structured,

the specification and application of effective KD

strategies can be considered. This requires analysts

to weigh tradeoffs of DM application alternatives.

These dictate, at every event of the analysis, such

issues as: (1) what prior domain knowledge is applied

and partially exhausted? (2) which available data

mining tools are to be utilized? and (3) what is the

orientation of the search event?

Data mining techniques described as either directed

or undirected searches, are performed with an analogy

to confirmatory and exploratory analyses. Fully direc-

ted techniques required the a priori specification

of inputs, outputs, and models. Less directed techni-

ques, often utilizing step-wise and self-organizing

approaches, searching for optimal subsets of inputs,

internal model characteristics and output structures,

such as the number of classifications to be considered

[11]. Such analysis makes possible the generation of

relational information of potentially novel form,

unrestrained by analyst bias. These novel gains are

offset by the risk of detecting spurious, nonsensical, or

irrelevant information, as well as typical extensions

to the amount of time required per search event. An

additional tradeoff lays in an accompanied loss of

statistical power, understanding, and search expe-

diency. A matrix of these tradeoffs is presented in

Fig. 3.

Fig. 3. Tradeoffs between directed and undirected searches.
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Face validity for this tradeoff matrix was provided

by post-interview follow-ups with the firm representa-

tives: all nine concurred on its general appropriateness.

Small models or overly constrained searches, while

often easy to comprehend, may simply be inadequate

depictions of the active relationships, and hence pro-

vide poor information. Large or complex models,

while providing a means of improving predictive

capabilities, suffer from difficulties in understanding

and face an increased risk of over-fitting to trial data. A

similar problem arises when the size of the trail data

set is limited. Furthermore, difficulties associated with

over-fitting may stem from searches that require the

specification of a large number of potential models of

a single dependent variable: at a significance level of

a, a system will, on average, find a of the total number

of models to be significant, from purely random

data alone. As the number of models investigated

approaches a�1, unless additional considerations such

as Bonferroni adjustments are made, the probability of

detecting a spurious and biased relationship is no longer

slight. However, standard statistical corrections have

their drawbacks, since they penalize adequate models

for the indecisiveness of the analyst. These considera-

tions, along with other issues such as time devoted to

search, represent a number of critical tactics faced by

the analyst prior to each iteration. Once specified, the

task is delegated to the data mining system.

Similar statements can be made with regards to

analysis characterized by undirected input specifica-

tions. They represent only the endpoints of a conti-

nuum of semi-directed approaches. The robustness

permitted by such options may contribute to the

efficacy of a KD process, and the selection of specific

orientations may be highly dependent on the level of

unspent analyst knowledge throughout the discovery

process. No formal study has been proposed to com-

pare the usefulness of these approaches, nor the time

dependency of the extent to which these techniques are

used. However, robust undirected strategies are often

applied when, as a representative of the Consulting

firm remarked, ‘‘well-defined problems are paired

with ill-defined (or non-intuitive) solutions.’’ This

common sentiment was shared by the Client firm,

though its representatives made no comment on its

specific tactics. At the same time, the Client firm did

suggest that the presence of time constraints and a

‘‘desire to provide manageable (and believable)

results’’ tends to force a ‘‘streamlining of the analysis

whenever possible.’’

Motivated by similar issues, the Consulting firm

utilized formal ‘‘streamlining’’ practices upon each

occasion in which the data set was revisited. Such

tactics included the reevaluation of data under con-

sideration through the creation of potentially more

meaningful complex variables, such as ratios and

binaries. Such data reduction is crucial, particularly

in light of the time requirements of more complex

analyses, which ‘‘typically increase with the cube of

the number of independent variables simultaneously

considered.’’ In order to gain through an entirely

structured reduction approach however, the analyst

must have an adequate level of understanding of the

problem and available data. Thus, a high level of

communication between the analyst and decision

makers is paramount.

When the potential subset of variable candidates

appeared irreducible, the representative claimed that

analysis proceeded in ‘‘a number of necessary recur-

sions.’’ Due to excessive time requirements of rule and

relationship convergence for large variable sets, a

tactic that was shown to be successful was to observe

interim progress in model specification. Initially, the

analyst considered the entire irreducible variable sub-

set, attempting to fit ‘‘a single encompassing model.’’

However, when interim reports provided by the engine

suggested that ‘‘stagnation in fit improvement’’

seemed evident, even at relatively low levels of fitness,

the analyst often stopped the engine and attempted to

reduce the set by relatively comparing interim effect

metrics (when available). The analyst then utilized

the reduced set in subsequent attempts at developing

descriptive models, which (by their simplified nature)

may be significantly less time intensive, often return-

ing to these primary interim results when specifying

each additional model.

While agreeing with the frequent need for data

reduction, the Development firm proposed alternate

approaches. The consideration of simple metrics, such

as correlations, was joined with the consideration of

more complex techniques, such as use of packaged

tools that utilized hyper-cube distribution compari-

sons to remove less relevant variables. Due to time

constraints, somewhat subjectively selected subsets

could be considered on a piece-wise basis. In the

representatives’ experience, the separate analysis of

6 E. Bendoly / Information & Management 2021 (2002) 1–9



the top eight variables, followed by the analysis of the

second and subsequent subsets of eight independent

variables typically provided a means of assessing their

ultimate relevance while adding only a small afford-

able costs to analysis.

An additional tactic proposed by the representative

was to fragment the data set through fully undirected

analysis tools, a tactic analogous to cluster analysis.

The observation clusters derived could then be ana-

lyzed separately, beginning once again with prelimin-

ary correlation and distribution comparison metrics

with the hope of finding more definitive dependencies.

The belief behind such a tactic is that various sub-

populations of the data behave according to relatively

distinct and dissimilar dependent models. This

approach is characteristically unstructured in terms

of both the relevant inputs and the nature of the

outputs.

3.3. Results Evaluation and process iteration

The ultimate phase of the knowledge discovery

process involved the interpretation of the results pro-

vided by analyst-specified algorithmic search. This

may be revisited several times before the task is

adequately completed. In fact, common among the

three representative firms was the claim that the

evaluation of information provided by data mining

engines was the most likely step to result in a recursion

to either steps associated with Domain Identification

or further steps associated with strategy development

and application. Also though an analyst’s understand-

ing of the domain generally increased through such

iteration, the ability to ‘‘streamline’’ subsequent

searches might not. A representative from the Client

firm claimed that, as subsequent evaluations and itera-

tions occurred, ‘‘the likelihood of gaining additional

knowledge follows a U-shaped curve.’’

Such an observation is not unsupported by theory. A

similar phenomenon has been proposed by Combs in

his generalized inverted-bell depiction of search pro-

cesses [4]. The initial analysis is facilitated by the

application of prior knowledge, while search events

close to process completion are facilitated by the

application of newly acquired knowledge, gained

during analysis. According to Combs, intermediate

search events are representative of the trough in the

inverted-bell (see Fig. 4).

Further evidence of the relative losses and gains in

knowledge applicability can be found in recent data-

base search literature. Particularly relevant is Spink’s

[28] examination of the use of term relevant feedback

(TRF) within the search process. TRF refers to the

application of information acquired in past queries as

inputs for subsequent ones, within a single search

process. Similar methodologies were adopted by

Hsieh-Yee [13] and Jokic [16] in their investigations

into the effects of prior task knowledge and the

availability of search assistance mechanisms on over-

all search performance.

Once again a check to the face validity of this

second extension to the basic decision framework

was provided by post hoc assessments of those inter-

viewed. Feedback showed unanimous support for this.

Fig. 4. Theoretical internal dynamics of KD processes.
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If a relative loss in the likelihood of discovery is

associated with a greater utilization of undirected

strategies, a number of interesting issues arise. In

particular, since the use of undirected searches may

be exceedingly costly, analysts must theoretically

weigh the net gains of increasing their potential for

novel discovery against the net gains from pursuing

relatively low cost, low potential directed techniques.

As evident from the formality of alternation schemes

proposed by the Consulting and Development firms,

the relevancy of such issues seems apparent. As such,

the timing of such alternations may have a profound

impact on the efficacy of the process. However,

the Development firm representatives insisted that

the discovery process was a ‘‘cycle of trial and error.’’

The analyst is ultimately charged with the respon-

sibility of transferring as much of relevant analytical

knowledge derived, or in the least the informational

rules and relationships derived by the algorithm to the

decision maker. Polanyi’s classical work on knowl-

edge transfer categorizes knowledge into two distin-

guishable forms: explicit and tacit [23]. Explicit

knowledge refers to that which is logically transferable,

whereas tacit knowledge may be owner and context

specific. In the realm of KD, explicit knowledge takes

the form of formal models based upon the rules and

relationships extracted throughout the process. Tacit

knowledge on the other hand may refer to the reasoning

behind the specific structure of the model developed,

the rules sought out to constitute the model and the

model’s perceived applicability. Nonaka posits that the

organization as a whole must bear the responsibility of

attempting to convert any such tacit knowledge into

explicit forms [22]. Such efforts are indeed necessary if

the role of KD is to support the overall organizational

business intelligence rather than provide a black box

internalization of consulting prowess.
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