
An Integrated Model for Information Systems Performance

Introduction

Modern information systems face very high performance demands from the organizations that buy and install them.  Performance, it seems, involves multiple aspects. 

Any advanced system, whether mechanical, informational, cognitive or social, has four basic system elements: boundary, effectors, internal structure and receptors. A computer has a physical boundary (its case), an internal architecture, keyboard and mouse “receptors”, and printer and screen “effectors”. A software system has a boundary defining system memory, an internal program structure, and specialized routines to process input and output, like receptors and effectors. If systems must both gain value and avoid loss, each element can be designed to maximize opportunity or minimize risk, giving eight system design goals:
1)  Boundary purposes:

a) To prevent unwelcome entry (security).
b) To use or absorb welcome outside objects or material (extendibility ).
2) Effector purposes:

a. To act on the environment and change it (functionality).
b. To not act unnecessarily, or reduce the cost of action (usability).
3) Structure purposes:

a. To operate the same despite internal change (reliability).
b. To operate differently given external change (flexibility).
4) Receptor purposes:

a. To exchange social meaning (connectivity).
b. To control or limit social meaning exchange (confidentiality).
This paper presents a model for system performance that combines these goals in a “web” (Figure 1), whose total area represents overall system performance  (Whitworth & Zaic, 2003). It has four “active” aspects which can make a system succeed (functionality, flexibility, extendibility, and connectivity), and four “passive” aspects whose absence can cause failure (usability, security, reliability, and confidentiality). The model sees these performance aspects as linked by elastic, so increasing any one tends to decrease the others. Yet apparently opposing goals (like flexibility and reliability) are not one-dimensional trade-offs, where increasing one decreases the other. For example increasing functionality tends to decrease usability, but great effects need not involve great effort. Functionality is not the inevitable enemy of usability, and Internet connectivity need not mean the end of privacy. The challenge of IS is to devise creative ways to reconcile apparently contradictory performance goals, and genuinely expand the performance of information systems.  
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Figure 1. The Integrated Model of System Performance  

Functionality and usability

System effectors change the external environment. They can be designed to maximize action effects (functionality), or to minimize action costs (usability).
Functionality 

Functionality is a system’s ability to act on its environment. It is not just what the system does, but what it does to its environment. A system’s functionality can be given as a set of desired environment changes, and the greater the changes, the greater the functionality. Functional software is it gets the job done - it is task effectual. A functionality focus gives “feature” laden software, like Microsoft Office, where each new version adds functions, assuming more is better. 

Usability

If every system action uses resources, usability is minimizing that cost. Every action costs, so it pays to use minimum effort, i.e. not use a sledge hammer to crack a nut. For software, the resources are CPU cycles and memory. Reduced instruction set computing (RISC) performs better than complex instruction set computing (CISC) by using less code to do the same work.  Programs that use little memory or CPU cycles can run as “light” background utilities. In cognitive systems, the valued resource is human effort, and modern screen design aims to reduce cognitive effort, e.g. with graphical user interfaces (GUIs) replacing command user interfaces (CUIs). Usability implies a minimalist approach to software development, removing “bells and whistles” as “simpler is better”. 
Security and extendibility
A system’s boundary controls what enters the system. It can be designed to repel external entities (security), or make use of them (extendibility).
Security 

Security is a system’s ability to protect itself against unauthorized entry, misuse, or takeover. A security breach can cause system failure, which is a performance failure. Secure hardware is sealed and tamper-proof for this reason. Software distributors prefer compiled to interpreted software because users cannot alter it. The principle of denying entry is the same for hardware and software. The threat of hackers and viruses makes security important for software, as boundary strengthening (firewalls) or entry checks (logon identification and passwords). 

Extendibility 
Extendibility is a system’s ability to include outside elements in its operation. Tool use, a key factor in human evolutionary success, is using outside objects to extend performance. Extendibility is sometimes called openness. Extendibility has been a powerful critical success factor in modern IS. The early Apple Macintosh seemed more capable, reliable, secure and usable than the early IBM PC, but was a sealed unit, a propriety black box unavailable to third party developers. It was not extendable. The openness of IBM PC design, with slots for expansion cards, may have been a critical success factor in its design. 

Reliability and flexibility

A system’s internal structure manages and supports the system. It can be designed to operate the same despite internal changes (reliability), or to operate differently to fit environmental changes (flexibility).

Reliability

Reliability is a system’s ability to continue to operate despite internal changes like part failure, the probability of failure-free operation over time (Littlewood et al., 1993). Reliable systems continue to operate under stress or load. If affected, they degrade “gracefully” rather than crashing catastrophically, and if they do fail, can be repaired quickly. Reliable systems can be trusted to work, and as planning requires predictability, users desire this performance aspect. A trend to reliability is emerging, as users demand it, e.g. Windows XP marketing stresses it, computer warrantees have increased in the last decade, and companies like Dell offer increased reliability by after-service support. 

Flexibility

Flexibility is a system’s ability to changes operations to “fit” external change, and not be rendered ineffective by different environments. Tracked vehicles trade speed for the ability to operate in any terrain. CSMA/CD (Ethernet) protocols which give nodes flexible network access have largely replaced polling protocols which inflexibly check every node regardless of demand (though polling is more reliable). Likewise flexible relational databases have largely displaced more efficient but less flexible hierarchical and network models. Most software has a “preferences” module (e.g. the Windows control panel) to configure it to new hardware, software or user environments, e.g. Windows can adapt to disabled users. IS flexibility is also called portability or adaptability. 

Connectivity and confidentiality

The World Wide Web gave a social dimension to software, with computer-mediated communities and conversations. Communication needs two or more systems that can be designed to enable information and meaning exchange (connectivity), or to limit it (confidentiality).

Connectivity

Connectivity is a system’s ability to support information and meaning exchange, about the external world, personal states, and group action (Whitworth, Gallupe, & McQueen, 2000). Functional acts were earlier attributed to effectors because effectors create them, yet actions occur in a feedback loop, and perception plays a guiding role. Communication also involves a feedback loop, but the end result, meaning, is now created by receptor activity. Meaning is created from system receptor information processing, just as actions are created by effectors. Connected software lets users interact socially, or can itself connect to download updates. It includes how signals are routed (circuit vs. packet switching), channel number, bandwidth, immediacy, and rehearsability (Dennis & Valacich, 1999).

Confidentiality

Confidentiality is a system’s ability to limit information and meaning exchange about itself. Not giving information can be as important as communicating. In society, confidentiality is called privacy, and is important for social beings, whose well being depends on how the group sees them. 

Theory integration

The integrated systems model extends and clarifies other system performance theories, defining modular sub-goals (Table 1). The overall system goal is performance. 
Table 1. The Integrated Systems Model goal-environment fit 

	Goal
	Detail

	Functionality
	To act upon the environment.

	Usability
	To operate efficiently or easily.

	Security
	To resist outside attack or take-over.

	Extendibility
	To use outside components or data.

	Reliability
	To avoid or recover from failure.

	Flexibility
	To operate in various circumstances.

	Connectivity
	To communicate with other systems.

	Confidentiality
	To control self-information release.

	Performance
	To interact successfully with the environment.


The Technology Acceptance Model (TAM) proposes that perceived usefulness (functionality) and perceived ease of use (usability) affect the user decision to accept software (Davis, 1989). This model extends TAM, by proposing other factors, like reliability and security, factor into user acceptance, i.e. that users choose systems using a general estimate of system performance.

The integrated performance model sees availability as ease of use (usability), but classifies it and confidentiality apart from security (resistance to attack). It distinguishes handling internal failure (reliability) from defending against hostile entry (security). Systems can be reliable but insecure (easily penetrated), or conversely secure but unreliable (easily break down). Unauthorized system entry need not reduce confidentiality, and loss of confidentiality may occur without system penetration (e.g. a transparent but impenetrable plexi-glass room). Finally the model implies that survival is not enough for successful performance. A system must thrive as well as survive, take opportunities as well as avoid failure (by functionality, extendibility, flexibility and connectivity).  
Modern security must work with other system performance needs. Extending security to cover integrity, reliability, availability and confidentiality fills the theory vacuum, but creates conceptual confusion, e.g. mechanisms that increase fault-tolerance (reliability) can reduce system security, which is illogical if reliability is an aspect of security (Jonsson, 1998). Recent models reclaim the reliability/security distinction, as one is based on provision of service, and the other on denial of service. Theory expansion occurs in other specialties. When measures of “usability” include “suitability for task” and “error tolerance”, usability (like security before) is in danger of becoming a confusing catch-all term for performance (Gediga, Hamborg, & Duntsch, 1999). When “scalability” and “connectivity” are aspects of flexibility (Knoll & Jarvenpaa, 1994,), a specialist term is expanding to fill the theory space available. The model retains simple modular constructs, but combines them to create system performance. 

Performance integration

The theory of integrating performance requirements is still in its infancy. Requirements like security and reliability are called “non-functional” requirements and are frequently neglected or forgotten. Security, usability and reliability are considered as “quality” features, that constrain or modify functionality (Nixon, 1998). The model does not make these distinctions. The functionality goal differs only in being more obvious and easily specified. Every aspect of performance can be critical, and each can affect the other, e.g. usability can compromise security, and security can diminish usability. 

IS development involves specifying requirements. Creating a single system requirements list is possible, but designing user interfaces and database updates need different skill sets. Security design needs knowledge of virus threats, while designing plug-ins needs data standards knowledge. Advanced IS design may need specialized people to develop specialized requirements, e.g. a security team, a usability team, a standards team, or a privacy team. 
Specialization creates a need for integration, as developing one purpose may “cut across” another (Moreira, Araujo, & Brita, 2002), giving design conflicts or opportunities, e.g. a logon sub-system (security) could make a system less usable, but is also a chance to welcome users by name and recall their preferences, i.e. increase usability. The model design goals are distinct, but there is only one system. To fit one purpose but deny another is like taking from housekeeping to pay the gas bill. The earlier system division into four elements, plus the need to reconcile differences, suggest four teams for actions (functionality/usability), interactions (security/extendibility), contingencies (reliability/flexibility) and communications (connectivity/confidentiality). 

New technology

The model can help analyze new technology, e.g. the paradox of the “non-paperless electronic office.”  Over twenty years ago it was predicted paper would soon be dead, replaced by an electronic “paperless office” (Toffler, 1980). Today, despite the electronic revolution, paper is alive and well, and more paper is now produced than ever before. Comparing the model webs of electronic and paper communication suggests why. E-mail has similar capabilities to paper, but better editing and users see it as easier than a letter. Email can contain attachments, as letters do. Security is a problem, because e-mail is easy to forge, and does not have the status of a signed legal document. Paper is more reliable, as it never “crashes”, while network servers can fail and lose e-mail. Paper is more flexible, as it can be read almost anywhere, while e-mail requires an online computer. E-mail’s lack of privacy is a major concern. While postal messages have a covering envelope, which leaves visible signs of tampering, email can be secretly viewed by anyone with file access. President Bush’s 2001 decision not to use e-mail seems based on its lack of privacy, even though it offers extraordinary connectivity. In sum, e-mail has more functionality, usability, and connectivity, similar extendibility, but less reliability, flexibility, security, and confidentiality than letter mail (Figure 2). 

The e-mail web of performance only partially overlays that of paper communication, suggesting it will only partially replace it, as it has. For e-mail to replace paper entirely (i.e. the paperless office), it must become more reliable, flexible, secure and confidential. These changes may already be happening. Computer network reliability is improving each year, pervasive wireless networks offer anywhere access to e-mail via small portable systems, electronic bio-identity devices could give e-mail a difficult to forge “signature”, and public encryption allow a much needed privacy “envelope”. Only when e-mail’s web of performance expands, can we expect the paperless office to become reality. 


The model suggests progress is not one dimensional, so increasing one system aspect alone may be insufficient. Advances may require combination breakthroughs - simultaneous development at more than one corner of the web. In 1992 Apple CEO John Sculley introduced the portable, hand held Newton, saying portability was the wave of the future. We now know he was right, but developing flexibility alone was not enough. The Newton’s handwriting recognition was poor, making it hard to use, and in 1998 Apple dropped the line. The flexibility advance was neutralized by reduced usability, so performance did not increase. Only when Palm solved the usability problem, with its Graffiti language, did the market for PDAs revive. 

Wireless devices let people work anywhere, anytime, i.e. be more flexible. However the other model factors still apply. On a hardware level, cell phones are more or less functional (voice message quality), usable (keys not too small), reliable (if dropped), secure (if stolen), extendable (earphones, phone covers), connected (to communication channels) and private (others cannot overhear conversations). For example, General Motor’s OnStar system offers navigation support, but who owns user identity, location, and time information? Could it, for example, be subpoenaed in a messy divorce case? The question of whos looking out at you is an important one, and the privacy problems of mobile computing may challenge its effectiveness. People In social worlds do not want to live in glass houses. It is not an insoluble problem, as systems can be designed to respect personal data, and avoid privacy issues. The model is a useful checklist for new technology.

Discussion

In designing advanced systems, nature seems an excellent guide, and humanity is a good example of balance. Our imperfection in any performance aspect is as manifest as our success overall. Advanced system performance requires balance, as while success has many causes failure needs only one. Progress is not a train on a single set of railway tracks, but seems to be on many tracks at once, switching between them in unexpected ways. Hence neither the Internet explosion nor the cell phone expansion was predicted by experts. 

Needs a better conclusion to show/highlight the contribution.
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Figure 2. The Model comparison of e-mail and paper communication 
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